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Abstract 
 

The hybrid fuzzy genetic based algorithm was implemented. The genetic fuzzy systems are applied for 
classifier learning, and although they allow creating interpretable rule bases, the process of designing a rule 
base can be improved with specific genetic operators, such as lexicase selection. The influence of lexicase 
selection on the efficiency of its work for data classification is examined in this article. “Ring”, “Phoneme” 
and “Satimage” datasets were used for verification. The results were analyzed by verification using Mann-
Whitney U test. According to the results of basic hybrid fuzzy genetic based algorithm with lexicase 
selection of several runs, where in each the duration of the search for the best rule base was limited to five 
hundred generations, efficiency was only on number of rules, but paired with the previously developed 
initialization modification, the accuracy and F-score were improved on “Satimage” dataset and the number 
of rules decreased on all of the datasets.    
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1. Introduction 

One of the most popular methods for classifying data is neural networks. There is a significant 

disadvantage of neural networks that they have poor interpretability: it is difficult for the user to understand 

why a neural network makes a particular decision. Therefore, researchers have been trying to create hybrid 

classification systems in which there can be used a combination of various methods, including fuzzy logic. 

The use of such hybrid systems makes it possible to present the solution of the classification problem in the 

form of a set of interpreted (user-friendly) logical rules. In addition, the task of obtaining informative 

features can be combined with the task of minimising feature space thanks to the use of genetic algorithms. 

Genetic algorithms are adaptive methods for solving optimization problems. They are used to solve a wide 

range of problems in data analysis, optimization, classification, regression dependencies, and etc (Derigs et 

al., 1999). A genetic fuzzy system is a fuzzy system that is built using a genetic algorithm which allows 

finding a suboptimal rule base. There are three stages of the genetic algorithm.  

The results depend on which combination of types of selection, crossover and mutation we used. In 

this paper we will focus on selection. We will check a new method of selecting individuals which is called 

lexicase selection (Helmuth et al., 2015). Lexicase selection was developed by Lee Spector and Thomas 

Helmuth for solving program synthesis problems.  

2. Problem Statement 

One of the problems is finding the optimal rule base to classify data qualitatively. Therefore, 

determining and searching for the most effective configuration for the selection of a fuzzy rule base is an 

urgent task (Stanovov et al., 2014). In this regard, there is a need to check the combination of operators to 

identify the most effective one, which will reduce the search time and improve the quality of classification.  

3. Research Questions 

The article raises the question of the effectiveness of lexicase selection in the algorithm described 

in (Ishibuchi et al., 2012) and the modified algorithm described in (Pleshkova & Stanovov, 2022). It is 

necessary to implement lexicase selection that was developed by Lee Spektor and Thomas Helmuth for 

solving program synthesis problems. The difference between lexicase selection and fitness-based selection 

is that the algorithm selects parents by considering the performance on individual data points in random 

order instead of using the fitness function (Helmuth et al., 2015).  

4. Purpose of the Study 

Based on the fact that the difference between lexicase selection is in the selecting parents, the main 

purpose of the study is to determine the influence of lexicase selection on the quality of search and the 

ability to find the best rule base in a limited time. To do so, it is necessary to compare the implemented 

algorithm and obtained results.  
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5. Research Methods 

5.1. Fuzzy logic 

Fuzzy logic allows us to use not only 1 or 0, but also intermediate values between them. This means 

that conclusions based on fuzzy logic can be described by a variety of variables: yes, probably not, no, not 

at all, I can't say, and so on (Rutkovskaya et al., 2004). 

To implement fuzzy logic, the first step is to define linguistic variables and create a fuzzy rule in 

order to then use them, the concept of which will be explained below. Each rule is designed using linguistic 

terms 𝐿!, 𝐿", … , 𝐿!#. In the paper (Ishibuchi et al., 2012) they use several fuzzy granulations for each 

linguistic variable. There are 14 linguistic variables and a “don’t care” condition (DC), which means that 

for this variable in this rule there is no difference in what value the variable has. Figure 1 shows this concept. 

We used the same concept in our paper. 

 

 

 Set of fuzzy granulation (𝐿!, 𝐿", … , 𝐿!#) 

A fuzzy rule consists of a condition of the type “if... then..." with fuzzy terms in the “if..." part and 

the corresponding class number in the “then..." part (Ishibuchi et al., 1995). 

𝑅𝑢𝑙𝑒𝑅$: 𝑖𝑓𝑥!𝑖𝑠𝐿$! ∧. . .∧ 𝑥%𝑖𝑠𝐿$%𝑡ℎ𝑒𝑛𝐶𝑙𝑎𝑠𝑠𝐶$𝑤𝑖𝑡ℎ𝐶𝐹$ ,                              (1) 

where q – number of rules in the rule base, v – number of variables in the data sample, L – this is a linguistic 

term, C – class label, CF – rule weight (which is a real number in the unit interval [0, 1]).   

A set of rules for the rule base is formed from the rules, the use of which allows us to determine 

which class an object belongs to by its parameters. In order to form a rule base, we can collect knowledge 

from experts or use genetic algorithms for the search for the most suboptimal rule base.  

5.2. Genetic algorithm 

The search for a solution in the genetic algorithm includes several components, which is shown in 

Figure 2.  
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 Block diagram of the method with GA 

The initial population is presented as a set of possible solutions to the problem and is formed 

randomly. The work of the genetic algorithm is a set of iterations that will be performed until some stopping 

criterion is met or the maximum number of generations is reached (Goldberg, 1989). It is important to 

understand that when designing a genetic algorithm, it is necessary to select its optimal settings. An 

unsuccessful choice of parameters for a specific task can significantly reduce the efficiency of the genetic 

algorithm. This leads to serious difficulties in expanding the possibility of using evolutionary algorithms. 

Therefore, we decided to check how the use of lexicase selection will affect the accuracy of the data 

classification algorithm (Pleshkova & Stanovov, 2022). 

5.3. Lexicase selection 

The uniqueness of lexicase selection is that the search for the best database of rules is considered on 

training cases. Lexicase parent selection filters the population by considering one random training case at 

a time, eliminating any individuals with errors for the current case that are worse than the best error in the 

selection pool, until a single individual remains (Helmuth et al., 2019). The selection of one solution begins 

with the entire population S and cases K (list of training cases, shuffled), while S > 1 and K > 0, the following 

sequence of steps is performed: 

§ t is a first case in K; 

§ best is the best error value of any individual in S on case t; 

§ S is a filter S to include only individuals with error of best on t; 

§ pop t from K. 

 After these steps we check if S = 1 then return the one individual in S else return random individual 

from S.  

6. Findings 

Testing of the basic and the modified algorithms with lexicase selection was carried out on three 

tasks taken from the UCI repository (Asuncion, 2007). The characteristics of the data are described in Table 
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1. The algorithm was run with the number of individuals set to 100. We used three tasks and 500 

generations. The 10-fold cross-validation procedure was iterated three times using different data partitions 

into ten subsets. Average results over 30 runs are summarised in Table 2 for the basic algorithm; in Table 

3 for algorithm with lexicase selection (BALS); in Table 4 for algorithm with lexicase selection with 

initialization modification (MALS). 

 

Table 1.  The information about data from UCI Machine Learning repository 

Data Phoneme Ring Satimage Phoneme 

Number of instances 5404 7400 6435 5404 
Number of attributes 5 20 36 5 
Number of class 2 2 6 2 
Missing Values No No No No 

 

Table 2.  The results for basic algorithm 

Data Phoneme Ring Satimage 
Accuracy 0.792 0.831 0.863 
F-score 0.722 0.831 0.837 
Number of Rules 10.267 20.107 21.400 

 

Table 3.  The results for basic algorithm with lexicase selection 

Data Phoneme Ring Satimage 

Accuracy 0.783 0.788 0.835 
F-score 0.685 0.782 0.821 
Number of Rules 7.100 17.300 18.400 

 

Table 5 and Table 6 show the results of a statistical test (RST), where the symbol “=” shows that 

differences are insignificant, the symbol “+” shows that differences are significant and the modification is 

more efficient and “–” means that differences are significant and the modification is worse than the original 

algorithm. 

 

Table 4.  The results for modified algorithm with lexicase selection 

Data Phoneme Ring Satimage 

Accuracy 0.808 0.785 0.864 
F-score 0.739 0.782 0.805 
Number of Rules 4 18.400 11.700 

 

Table 5.  The results of a statistical test for basic algorithm with lexicase selection 
Data Phoneme Ring Satimage 

Accuracy - - - 
F-score - - - 
Number of Rules + + + 
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Table 6.  The results of a statistical test for modified algorithm with lexicase selection 

Data Phoneme Ring Satimage 

Accuracy + - = 
F-score + - - 
Number of Rules + + + 

 

Based on the results, we can conclude that a basic algorithm with lexicase selection showed results 

for accuracy and F-score worse than the original algorithm, but worked better on a number of rules. From 

Table 6 we can see that “Phoneme” dataset showed improvements on all three parameters, whereas “Ring” 

and “Satimage” only on number of rules. 

We also checked the results with popular methods for classification: Decision Tree (DT), Support 

Vector Machine (SVM), Logistic Regression (LR), Neural Networks (NN). These methods were taken from 

sklearn library, the standard parameters were used. The accuracy is presented in Table 7. 

 

Table 7.  The results of alternative approaches for data classification  
Dataset DT SVM LR NN BALS MALS 

Phoneme 0.770 0.774 0.774 0.738 0.783 0.808 
Ring 0.737 0.726 0.721 0.762 0.788 0.785 
Satimage 0.772 0.869 0.867 0.789 0.835 0.864 

 

7. Conclusion 

Based on the analysis of the results of the lexicase selection method, we conclude that in some cases 

implemented methods works better paired with modified initialization method which was introduced in 

(Pleshkova & Stanovov, 2022). Results showed improvements on three datasets with a decreasing number 

of rules. The results of alternative approaches for data classification showed that our implementation has 

comparable classification quality to other known methods, and has a better accuracy in some cases. It is 

necessary to continue the research and implement, for instance, a self-configuring genetic programming 

algorithm in order to automate the selection of the algorithm’s parameters. To further investigate 

performance of the implemented method, more tests must be conducted on various datasets with different 

parameters. 
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